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Abstract
This paper considers space-efficient data structures for storing an approximation $S'$ to a set $S$ such that $S \subseteq S'$ and any element not in $S$ belongs to $S'$ with probability at most $\epsilon$. The Bloom filter data structure, solving this problem, has found widespread use. Our main result is a new RAM data structure that improves Bloom filters in several ways:

- The time for looking up an element in $S'$ is $O(1)$, independent of $\epsilon$.
- The space usage is within a lower order term of the lower bound.
- The data structure uses explicit hash function families.
- The data structure supports insertions and deletions on $S$ in amortized expected constant time.

The main technical ingredient is a succinct representation of dynamic multisets. We also consider three recent generalizations of Bloom filters.

1 Introduction
In many applications where a set $S$ of elements (from a finite universe) is to be stored, it is acceptable to include in the set some false positives, i.e., elements that appear to be in $S$ but are not. For example, on the question of whether a remote server contains a desired piece of information, it is acceptable that there is a small probability that we are wrongly led to believe that this is indeed the case, since the only cost would be making an unfruitful request for the item. Storing only an approximation to a set can yield great dividends compared to storing the set explicitly. If we wish to require that every element not in $S$ is a false positive with probability at most $\epsilon$, the number of bits needed to store the approximation is roughly $n \log(1/\epsilon)^4$, where $n = |S|$ and the logarithm has base $2$ [5]. In contrast, the amount of space for storing $S \subseteq \{0,1\}^w$ explicitly is at least $\log(2^n) \geq n(w - \log n)$ bits, which may be much larger if $w$ is large. Here, we consider subsets of the set of $w$-bit machine words on a standard RAM model, since this is the usual framework in which RAM dictionaries are studied.

Let the (random) set $S' \supseteq S$ consist of the positives (true and false) that are stored. We want $S'$ to be chosen such that any element not in $S$ belongs to $S'$ with probability at most $\epsilon$. For ease of exposition, we assume that $\epsilon \leq 1/2$ is an integer power of 2. A Bloom filter [1] is an elegant data structure for selecting and representing a suitable set $S'$. It works by storing, as a bit vector, the set $I_S = \{h_i(x) \mid x \in S, i = 1, \ldots, k\}$, where $h_1, \ldots, h_k : \{0,1\}^w \to [n \log(1/\epsilon) \log e]$ are assumed to be truly random hash functions, and $k = \log(1/\epsilon)$. The set $S'$ consists of those $x \in \{0,1\}^w$ for which $\{h_i(x) \mid i = 1, \ldots, k\} \subseteq I_S$. Looking up a key in $S'$ requires $k = \log(1/\epsilon)$ hash function evaluations and memory lookups. Insertions are handled by setting $k$ bits in the bit vector to 1. Deletions, on the other hand, are not supported: Setting any bit to 0 might exclude from $S'$ some other element in $S$. In [10] the authors instead store the multiset defined as $I_S$ above, which makes it possible to support deletions. However, this incurs a $\log \log n$ factor space overhead, as single bits are replaced by small counters.

Bloom filters have found many applications, in theory and practice, in particular in distributed systems. We refer to [2] for an overview of applications. In spite of its strength, the data structure has several weaknesses:

1. Dependence on $\epsilon$. The lookup time grows as the false positive rate decreases. For example, to get a false positive rate below $1\%$, 7 memory accesses are needed. If $S$ is large this will almost surely mean 7 cache misses, since the addresses are random hash function values.

2. Suboptimal space usage. The space usage is a
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This assumes that $n < 2^w/2$ and that $\epsilon$ is not very small. For $\epsilon$ less than about $n/2^w$ we might as well store the exact set $S$. 
factor $\log e \approx 1.44$ from the information theoretically best possible.

3. Lack of hash functions. There is no known way of choosing the hash functions such that the scheme can be shown to work, unless $O(n \log n)$ bits of space is used [14]. The use of cryptographic hash functions has been suggested in e.g. [6]. However, since the range of the hash functions is small, it is computationally easy to find a set $S$ for which any fixed set of (efficiently computable) hash functions behave badly, i.e., yield too large a set $S'$.

4. No deletions. Deletions are not supported (unless modified to use asymptotically more space than the minimum possible, as in [10]). Issues 1 and 2 were considered in [12], where it was observed that increasing the size of the bit vector makes it possible to reduce the number of hash functions. In particular, if $O(n/\epsilon)$ space is used, a single hash function suffices. In distributed applications, the data structure may be compressed to the optimal $n\log(1/\epsilon) + O(n)$ bits before being transferred over the network. As most previous results, this assumes that truly random hash functions are available, and deletions are not supported. Solutions based on space-optimal minimal perfect hashing [11], mentioned e.g. in [2], resolve issues 1–3, to obtain a dynamic solution, resolving all issues above, a succinct dynamic multiset representation of independent interest is developed.

Theorem 1.1. A dynamic multiset of $n$ elements from $[u]$, supporting lookup, insertion and deletion, can be implemented using $B + o(B) + O(n + \sqrt{B\log n \log u + \log n \log u})$ bits of space, where $B = \log\binom{u}{n}$ is the information theoretic space lower bound. Insertions and deletions can be performed in amortized expected constant time and lookup in worst case constant time. To report the number $c$ of occurrences of an element takes time $O(1 + \log c)$.

The above theorem implies our main result:

Theorem 1.2. Let a positive integer $n$ and $\epsilon > 0$ be given. On a RAM with word length $w$ we can maintain a data structure for a dynamic multiset $M$ of size at most $n$, with elements from $\{0,1\}^w$, such that:

- Inserting in $M$ and deleting from $M$ can be done in amortized expected constant time. The data structure does not check that deletions are valid.
- Looking up whether a given $x \in \{0,1\}^w$ belongs to $M$ can be done in worst case constant time. If $x \in M$ the answer is always 'yes'. If $x \notin M$ the answer is 'no' with probability at least $1 - \epsilon$.
- The space usage is at most $(1 + o(1))n \log_2(1/\epsilon) + O(n + w)$ bits.

The reduction from [5] is described in Section 2. We show how to extend a known result about succinct set representations [19] to succinct multiset representations, by a general reduction described in Section 4. The reduction uses a result on redundant binary counters described in Section 3.

The theorem is mainly a theoretical contribution, and the data structure is probably only competitive with Bloom filters for rather small $\epsilon$. In section 5 we describe an alternative data structure based on [8], with Bloom filters for rather small $\epsilon$ and the data structure is probably only competitive in practice even for large $\epsilon$. This data structure allows only insertions, not deletions. Finally, in section 6 we obtain new results on three recent Bloom filter generalizations [6, 9, 17].

2 From approximate to exact set membership
Choose $h$ as a random function from a universal class of hash functions [4] mapping $\{0,1\}^w$ to $[n/\epsilon]$. The function can be chosen in constant time and stored in space $O(w)$ bits. For any set $S \subseteq \{0,1\}^w$ of at most $n$ elements, and any $x \in \{0,1\}^w \setminus S$ it holds that

$$\Pr[h(x) \in h(S)] \leq \sum_{y \in S} \Pr[h(x) = h(y)] \leq n/(n/\epsilon) = \epsilon.$$ (The first inequality is by the union bound, and the second is by definition of universality.) This was observed in [5], along with the implication that we can solve the approximate membership problem simply by storing the set $h(S)$. If a space optimal set representation is used, the resulting space usage is $n \log(1/\epsilon) + \Theta(n + w)$ bits (see [3]), which is within $\Theta(n + w)$ bits of the best possible.

It is easy to see that if we instead store the multiset $h(S)$, we have enough information to maintain $h(S)$ under insertions to and deletions from $S$. (But obviously we can’t detect an attempt to delete a false positive.) Using the dynamic multiset representation of Theorem 1.1 we obtain Theorem 1.2. Notice that the two last terms in the space usage of the multiset data
structure disappear for the parameters produced by the reduction.

If we double the size of the range of \( h \), it suffices that \( h \) be chosen from a 2-universal family. A function from the 2-universal family described in [15] can be stored using \( O(\log n + \log w) \) bits, and chosen in expected time \( (\log n + \log w)^{O(1)} \). This could be used to reduce the \( O(w) \) additive term in the space bound to an optimal \( O(\log w) \) term. However, the data structure would then have to use time \( (\log n + \log w)^{O(1)} \) on preprocessing.

Another observation is that the reduction can be slightly improved by exploiting that \( h(S) \) is expected to be somewhat smaller than \( n \), in particular if \( \epsilon \) is not too large. In other words: Use a bound tighter than the union bound to estimate the probability of a false positive. In particular, if we choose \( h \) from a family of 4-wise independent functions, we may use a range smaller than \( \lceil n/\epsilon \rceil \) while preserving the property that the probability of a false positive is at most \( \epsilon \). However, even if \( h \) is assumed to be a truly random function, this approach still gives a space usage that is \( \Theta(n) \) from optimal.

### 3 Counters in the bit probe model

In this section, we discuss the problem of how to maintain a counter in almost optimal space while performing updates (incrementing and decrementing the counter) efficiently. The details of this will be used in the next section to obtain a succinct dynamic multiset data structure. More formally, we consider the following problem: Given an integer counter \( C \), maintain it efficiently under the following operations:

- \text{increment()} \( : C \leftarrow C + 1 \),
- \text{decrement()} \( : \) if \( C > 0 \) then \( C \leftarrow C - 1 \), and
- \text{iszero()} \( : \) return 1 if \( C = 0 \) and 0 otherwise.

Many efficient solutions to this problem are known, e.g., Clancy and Knuth [7] show how to implement each operation in worst case constant time, using space \( O(\log C) \) on a RAM. We consider the problem in the \textit{bit probe} model, where time is counted as the number of bits accessed to perform an operation, and space as the number of bits used. This disallows, for example, the pointers used in [7]. Our solution uses standard ideas, and is included mainly for completeness.

If we simply maintain the value of \( C \) in binary, then a sequence of alternate increment and decrement operations may require \( \Omega(\log C) \) time. Note that if we do not have decrements, then one can easily show that each increment takes \( O(1) \) amortized time. So, we implement \( C \) using two counters \( C^+ \) and \( C^- \), maintaining the invariant \( C = C^+ - C^- \). We denote the \( i \)-th bit of a counter \( C \) as \( C_i \). To perform an increment operation we increment the \( C^+ \) counter, and to perform a decrement operation we increment the \( C^- \) counter. To bound the values of \( C^+ \) and \( C^- \), we also maintain the invariant that for any \( i \), out of the 4 bits \( C_i^+, C_{i+1}^+, C_i^- \) and \( C_{i+1}^- \) at most one is a 1. This invariant is maintained by using the transformation rules shown in Figure 1. If we start from the point where \( C^+ = C^- = 0 \) and make the updates while maintaining the invariant after each update, we can show that at most one transformation rule applies after each update. Whenever we update a bit, we check to see if any of the transformation rules involving that bit can be applied, and if so we apply that. The invariant also ensures that \( C^+ \geq 2C^- \) and hence \( C^+ \leq 2C \). Thus the space required by this solution is \( 2[\log C] + 2 \) bits. Additionally we can ensure that the number of significant bits in the counters is no larger than \( C \).

This is done by minimizing the number of bits used if \( C < 4 \). (This will be important in our application.) Note that by transformation rule (i) there are only three possible assignments for the two bits, \( C_i^+ \) and \( C_i^- \), at each position in the two counters. We use this fact later to represent the counter efficiently.

One can easily show that updates in this structure take \( O(1) \) amortized time, by associating a potential of 1 to each bit that is 1 (each of the transformation rules strictly reduces the number of ones). To support iszero queries in constant time, we can store an extra bit to indicate whether the counter is zero or not, which can be appropriately modified after each update in constant time. (This bit, however, will not be needed in our application.)

**Lemma 3.1.** An integer counter \( C \) supporting operations increment() and decrement() in \( O(1) \) bit probes and bit updates, amortized, and iszero() in \( O(1) \) bit probes, can be stored in space \( \min(2[\log C] + 2, C) \) bits.

### 4 From dynamic sets to dynamic multisets

In this section we consider the problem of storing a dynamic multiset succinctly. While the dynamic set problem has received considerable interest, the same is
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not true for the dynamic multiset problem, presumably due to the fact that most solutions to the dynamic set problem can easily be extended by associating a counter with each element. However, the space usage of the counters is $n \log n$ bits, which means that the resulting multiset representation cannot be succinct, i.e., cannot use close to the information theoretically optimum space. We note that this optimum is within $O(n)$ bits of the optimum for sets, i.e., $\log \binom{n+u}{n} \leq \log \binom{n}{n} + O(n)$. The only previous succinct representation of a multiset that allows constant time lookups is static [18].

A static multiset can be efficiently implemented using a number of set data structures, as follows. Let $U = [u]$ be the universe, let $M$ be the multiset of elements from $U$, and let $n = |M|$ be the size of the multiset. The multiset $M$ can be represented by $\lceil \log(n+1) \rceil$ sets $S_1, \ldots, S_{\lceil \log n \rceil} \subseteq [2u]$. An element $x \in U$ has two corresponding elements in $[2u]$, $x_0$ and $x_1$. An element $x$ is represented by exactly one of $x_0$ and $x_1$ in the set $S_i$ if the number of occurrences, $c_x$, of $x$ in $M$ is at least $2^i$. It is represented in $S_i$ by the element $x_d$, where $d$ is the $i$th least significant bit in the binary representation of the number $c_x$. Implementing a multiset in this way, it is enough to perform two lookups in the set $S_0$ to decide if an element is in the multiset. The total number of elements to store is at most equal to the number of elements in the multiset. The time to get the number of occurrences of an element $x$ in the multiset depends on $c_x$. All sets in which $x$ is represented have to be searched to find out the exact number, so $O(1 + \log c_x)$ lookups are necessary.

We want a dynamic multiset for the Bloom filter implementation. There are two problems with the above multiset data structure if we want to make it dynamic. First, updates may take $\Omega(\log n)$ time. The second problem is memory management, i.e., how to allocate space for the data structures, which may grow and shrink independently of each other.

The solution to the first problem is to use redundant counters instead of binary counters. The redundant counters, described in Section 3, require only amortized $O(1)$ bits updated when increasing or decreasing the counter. On the other hand we need to represent each element by one of three, rather than one of two, elements in each set, and two extra bits are needed for the counter.

Our data structure consists of $\lceil \log n \rceil + 2$ dynamic sets, $S_1, \ldots, S_{\lceil \log n \rceil + 2}$, with elements from $[3u]$. An element $x \in U$ has three corresponding elements, $x_0, x_1,$ and $x_{-1}$, representing the three possible values in each position² used by the redundant counter for $x$, say $x_0$ represent 00, $x_1$ represent 10, and $x_{-1}$ represent 01. The element $x$ is represented in set $S_i$, by exactly one of $x_0, x_1,$ and $x_{-1}$, if the redundant counter has more than $i$ significant positions.

Memory management according to Lemma 4.1 below is used to efficiently store the collection of sets. It is possible to maintain all sets under insertions and deletions without using too much extra time or space. The time for the update operations is $O(1)$, expected amortized.

**Lemma 4.1.** A collection of dynamic sets $S_1, \ldots, S_k \subseteq [u]$ can be maintained under insertions/deletions of elements to/from the individual sets, which take $O(1)$ amortized expected time, while supporting membership queries on any set in $O(1)$ time. If $B_i$ is the information-theoretic minimum space required to store the set $S_i$, for $1 \leq i \leq k$, then the total space occupied by this structure is $s + o(s) + O(\sqrt{k \log u}) + O(k \log u)$ bits, where $s = \sum_{i=1}^{k} B_i$.

**Proof sketch.** We maintain each set $S_i$ using the succinct dynamic dictionary structure of [19], which takes $B_i + o(B_i)$ bits and supports insertions and deletions on $S_i$ in expected amortized $O(1)$ time and membership queries in $O(1)$ time. Each of these dynamic dictionaries are stored in ‘extendable arrays’ (see [19] for details) with record size $w$. We then store these extendable arrays using the structure of Lemma 1 of [19]. The space bound follows, since the total ‘nominal size’ of all the extendable arrays is $s + o(s)$ bits.

We have now showed part of Theorem 1.1, namely that in any of the set data structures, we can do lookup in $O(1)$ time and updates in amortized expected $O(1)$ time, including memory management of the collection of sets. The $O(\log c)$ time to report the number of occurrences follows this and from the above description.

What remains to show is to calculate the total space usage for the multiset data structure. Denote by $n_0, n_1, \ldots$ the number of elements in the sets $S_0, S_1, \ldots$. As noted in Section 3 the number of significant positions in the counter will never exceed the value of the counter. Thus, an element occurring in the multiset $c$ times is stored in at most $c$ sets, so $\sum_i n_i \leq n$. Since the number of significant positions in a counter of value $c$ is at most $\lceil \log n \rceil + 2$ it follows that $n_i = O(n/2^i)$. Theorem 1.1 follows by bounding the sum of information theoretical minimum space usage for the sets in the collection:

²Note that the counters do not both have 1 in the same position, hence three instead of four possible combinations.
\[ \sum_i B_i \leq \sum_i n_i \log(eu/n_i) \]
\[ \leq n \log(u/n) + \sum_i n_i \log(en/n_i) \]
\[ = n \log(u/n) + O(\sum_i (n/2^i) \log(en/(n/2^i))) \]
\[ = n \log(u/n) + O(\sum_i ni/2^i) \]
\[ = n \log(u/n) + O(n) \]

5 A practical variant

The dynamic dictionary structure of Raman and Rao [19] is not efficient in terms of practical performance. To get a more practical variant in the case where we have only insertions and thus only need to store a set, we can replace this dynamic dictionary by a simple dynamic hashing scheme given by Cleary [8], based on linear probing. Using this scheme, a set of size \( n \) from the universe \( \{1, \ldots, u\} \) can be stored using \( (1/\alpha)(n \log(4u/n)) \) bits while supporting insertions, deletions and membership queries in expected \( O(1/\alpha^2) \) time, for any fixed constant \( 0 < \alpha < 1 \). Note that if \( \alpha = 1 - O(\log(1/\epsilon)) \) then the space usage is \( O(n) \) bits from optimal.

The time bound, but not the space bound, uses the assumption that there is free access to a hash function that is a uniformly random permutation of the universe. However, heuristically linear probing works very well even with restricted randomness. For example, if \( u + 1 \) is prime one could use the permutation

\[ x \mapsto ax \mod (u + 1) \]

where \( a \) is a random number in \( \{1, \ldots, u\} \). (If \( u + 1 \) is not prime, there exists a prime not much larger than \( u + 1 \) which can be used instead, causing only a small degradation in space usage.)

The main insight behind Cleary’s data structure is that, when using as a hash function the last bits of the random permutation on the universe, an uninterrupted sequence of \( t \) occupied locations in the hash table can be represented using \( t(\log(4u/n)) \) bits, such that efficient decoding of the elements residing in these positions is possible. In our application, each cell of the linear probing hash table will be just \( \log(1/\epsilon) + 2 \) bits (assuming \( \epsilon \) is a negative power of 2), and the expected number of sequential bits involved in a lookup or update is \( O(\log(1/\epsilon)) \). For \( \alpha = 1 - O(\log(1/\epsilon)) \) this is \( O(\log^3(1/\epsilon)) \) bits, which is \( O(1) \) machine words unless \( \epsilon \) is quite small. Choosing constant \( \alpha < 1 \), the expected worst case number of bits accessed is \( O(\log(n) \log(1/\epsilon)) \), which is \( O(\log(1/\epsilon)) \) machine words. Hence, the worst case number of machine words accessed is the same as for Bloom filters. An important point here is that memory accesses are sequential, and hence cache performance will be much better than for Bloom filters.

6 On some Bloom filter generalizations

6.1 Spectral Bloom filters. Spectral Bloom filters [9] generalize Bloom filters to storage of an approximate multiset. The membership query is generalized to a query on the multiplicity of an element. Now, the answer to any multiplicity query is never smaller than the true multiplicity, and greater only with probability \( \epsilon \). The space usage is similar to that of a Bloom filter for a set of the same size (adding multiplicities). The construction generalizes Bloom filters, and thus the query time is \( \Theta(\log(1/\epsilon)) \). Using our data structure it is also possible to answer cardinality queries, and the answer is approximate in the same sense as for Spectral Bloom Filters. The time needed to determine a multiplicity of \( k \) is \( O(\log k) \). This result is not strictly comparable to that in [9]. Notice, however, that if the dynamic multiset representation of Theorem 1.1 could be replaced with a representation supporting constant time cardinality queries, we could also obtain constant time approximate cardinality queries.

6.2 Bloomier filters. Bloomier filters [6] generalize Bloom filters to associate with each element of \( S \) some satellite information from \( \{1, \ldots, m\} \). Elements not in \( S \) are false positives with probability \( \epsilon \), and will in that case have associated information equaling that of some element in \( S \). The result in [6] is that one can get by with \( O(n \log(1/\epsilon) + n \log m) \) bits of space, which is within a constant factor of optimal, in the case where \( S \) is a static set. The lookup time is constant, assuming that \( \log m = O(w) \). The analysis assumes truly random hash functions. It is shown that without free access to random hash functions, \( \Omega(\log w) \) bits of space are needed.

There is a conceptually very simple way of improving the result to use explicit hash functions and have space that is \( O(n + \log w) \) bits from optimal. The idea is to store a minimal perfect hash function for \( S \), using \( O(n + \log w) \) bits [11], and a function \( h : \{0,1\}^w \to \{0,1\}^{\lfloor \log(2/\epsilon) \rfloor} \) from a 2-universal family, using \( O(\log n + \log w) \) bits [15]. Then store an array of size \( n \), where the entry that is the perfect hash value of \( x \in S \) contains:

1. The value \( h(x) \), and
2. The information associated with \( x \).
Lookup of $x$ simply consists of computing a value of the perfect hash function and checking whether the stored hash function value is $h(x)$. It follows from the definition of 2-universal hashing that any element $y \notin S$ has probability at most $\epsilon$ of having the same hash function value $h(y)$ as the element in $S$ that maps to the same entry of the array.

An efficient data structure for the dynamic version of the Bloomier filter problem was recently given in [13].

6.3 Lossy dictionaries. Lossy dictionaries, considered in [17], are set representations with false positives and false negatives. It was shown in [17] that a lossy dictionary with $\gamma n$ false negatives requires space that is $1 - \gamma$ times that of a lossy dictionary without false negatives (up to an additive $O(n)$ term). Thus, a space optimal lossy dictionary can be obtained by omitting a fraction $\gamma$ of the keys in the set stored by our data structure. This improves upon the static lossy dictionary described in [17].

In the dynamic case we need to “remember” which keys were not stored, since these should not be deleted from the data structure. This can be done by using a strongly universal (i.e., pairwise independent) hash function $\rho : \{0, 1\}^w \mapsto \{1, \ldots, 2^w\}$ and omitting keys $x$ where $\rho(x) \leq 2^w \gamma$. The expected number of omitted keys is then exactly $\gamma n$ (assuming $2^w \gamma$ is an integer), and hence the expected space usage is optimal, up to lower order terms.

7 Conclusion
We have described a data structure dealing with some of the most important shortcomings of Bloom filters: Time dependence on $\epsilon$, suboptimal space usage, lack of explicit analyzable hash functions, and the inability to do deletions. Additionally, we described a practical variant without explicit hash functions. Both data structures are based on the multiset version of a reduction in [5]. The main technical contribution of this paper is a succinct multiset representation used with this reduction.

An interesting open problem is whether it is possible to obtain the information theoretic lower bound for the approximate membership problem, in a way that facilitates efficient membership queries. All present data structures use $\Omega(n)$ bits more than this. Finding an optimal space dynamic multiset representation that supports cardinality queries in constant time is another open problem.
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